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Abstract 
One of the fundamental questions of finance and economics is stated by how should we preserve 
money, and in a more specific way their purchasing power. Due to the way that money markets and 
fiscal policy work the wealth of every one of us is eroded daily by inflation, taxes, and currency 
exchange rates depreciation. A solution for preventing this erosion of the purchasing power of our 
capital is investing, the most simple form of investment is considered to be the traditional bank 
deposit, but in the context of today’s market, at least in the developed countries, the returns can be 
smaller than the rate of inflation, and if taking into account other factors such as the increase in 
prices and the stagnation of the real wage growth, one of the only viable solutions seem to be 
investing in the stock market. The present article answers the question of wealth management by 
implementing the new ideas of reinforcement learning to solve the problem. In recent years 
reinforcement learning has become one of the most important fields of study in science, its use has 
been seen in almost all academic fields with many applications marking a paradigm shift from the 
classic methods used. The enrichment brought to science by this field of knowledge has not escaped 
the grasp of economists, and the reinforcement learning-based algorithms started to see use in the 
solving of non-trivial problems. One such problem is the automatic management of an investment 
account by selling and buying stocks, this type of solution is implemented by developing a trading 
algorithm that analyzes the conditions of the market and decides if selling or buying a certain stock 
is the most suitable action in the given time. The results of the algorithm will be compared to a 
benchmark set by three portfolios which are optimized by minimizing a risk ratio (i.e. Standard 
Deviation, Mean Absolute Error, and Semi Standard Deviation). 
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Introduction 
 
In the domain of management one of the most important areas of study is that of 
wealth management. Taking into account that nowadays, the average level of wealth 
has been increasing at an extraordinary pace, one of the most discussed topics by 
people all over the world has become the proper and most efficient way to manage 
your wealth. In such a climate, where interest in this field of study is on the rise, many 
researchers are looking to move past the Modern Portfolio Theory and other passive 
investment strategies, and are starting to consider active management. This change in 
perception is first due to the economic conditions of today’s markets and to the fact 
that financial deregulation brought about more investors and investment 
opportunities than it was originally believed.  
 
In this article, we will present a wealth management strategy based on active 
investment in stocks that will be compared to active management strategies as the 
simple moving average and the “turtle” algorithm and to three passive investment 
strategies which are based on investing in a portfolio that minimizes a certain risk 
ratio, the ratios of the portfolios are calculated at the end of the sample period and are 
used as a benchmark for testing the results of the algorithms, in this way we can 
compare the results of the algorithms to the best possible results in the market. In this 
way, we will see what type of investment strategy is the most suitable for the markets 
and can help the investor to obtain the biggest return for the money invested. The data 
used for the application of the algorithms are from the NYSE and NASDAQ market, the 
companies that were used are: General Motors, Apple, Microsoft, Amazon, Ford, 
American Express, IBM, Visa, J.P. Morgan, and Home Depot, the period for which the 
data was collected, is from the 1st of April 2016 to the 1st of April 2021, and the data 
was made available by the Yahoo Finance portal. 
 

Literature review 
 
Since the beginning of the last decade, the interest in the application of reinforcement 
learning algorithms in finance has been increasing. This preoccupation with this field 
of study has been materialized in an array of papers, one of them, that is considered to 
be of great importance is „Hands-On Machine Learning for Algorithmic Trading” 
written by Stefan Jansen (2018), this work describes in a detailed way how an array of 
trading algorithms can be programmed by using Python language-based software. 
Another work of importance is „Python for Finance – Mastering Data-Driven Finance” 
by Yves Hilpsich (2018) that is written with the idea of popularizing the Python 
programming language for use in the economic field of study. Other works that have 
helped develop the program are „Python for Finance” by Yuxing Yan (2017), „Python 
for Finance – Analyze Big Financial Data” by Yves Hilpsich (2015) which describe in 
detail the way to write a functional program. The present article was written with the 
idea of comparing several wealth management techniques to determine if active 
portfolio management is better than passive portfolio management, this idea is 
presented through graphs and tables. The first papers that are written with the 
application of algorithmic trading on the stock market are the ones written by 
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Neuneier in 1995 and in 1997 in which a multiple asset portfolio is managed using Q-
learning. In the same period, other notable studies are the one written by Moody, Wu, 
Liao, and Saffell (1998) and the one made by Moody and Saffell (2001), which was 
done by using reinforcement learning for buying and selling a share, these studies 
were instrumental in introducing the Sharpe and Sterling ratio to compare the 
strategies and the performance of the algorithms. Another notable article is the one 
written by Jangmin, Lee, Lee, and Zhang (2006) which develops a transaction system 
based on q-learning which classifies a series of prices of shares in four different 
categories, and applies different rules for each one of them. The article applies this 
strategy on the KOSPI index from South Korea for the period between 2002 and 2003 
and has registered a return of 258%. 

 

Algorithm methodology and results 
 
In this paper, the methodology used is similar to the one in the research papers that 
are described in the literature review section. In this way the “turtle” algorithm was 
developed by Richard Dennis and William Eckhart through the project named the 
„Turtle Trading Experiment” in the latter half of the 20th century this is a trend 
following algorithm. It works in such a way that when the price of a share is smaller 
than the average of the last 126 days (this number was obtained by taking 10% out of 
the number of observations) the program buys and when it is smaller - the program 
sells, the algorithm can’t buy or sell more than one share a day, this limit was imposed 
because the observed intervals should be equal. 
 
The simple moving average trading algorithm works by calculating two moving 
averages for two-time intervals which are compared to figure out if a certain stock 
should be bought or sold. In the present case, we calculated the short window of the 
moving average at a period of 32 days (0.025 of the selected time interval) and the 
long window at a period of 63 days (0.05 of the selected interval). When the average of 
the short window is bigger than the average for the long window, the algorithm will 
buy a unit of the observed shares, when is smaller the algorithm will sell one unit of 
the share. 
  
The Q-Learning process is defined by its capacity to learn iteratively by maximizing the 
value of a reward function that is programmed in the algorithm. The program has a 
training period in which it explores the function in a process that is called „epsilon-
greedy”, in this way the algorithm selects a random action that has an assigned 
probability of ε when in the opposite case the algorithm chooses the action with the 
probability 1-ε. In the applied algorithm we choose the value to be ε=0.5, in this way 
the algorithm has equal probabilities for both options (i.e. exploring or taking the route 
it has taken before). In this way, the algorithm estimates the Q value of an action, that 
corresponds to action a, in the s state according to policy π. During the training period, 
the agent updates the Q value for the state-action combination, in this way the Q values 
matrix is updated having action and a state value. These values are updated using the 
following function: 
 

                    [                         ]                  (1) 
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The Q value of a pair formed out of a state and action can be considered a good 
estimation of how a certain action is useful in the given state. With the increase of the 
Q value, the reward function value (noted with r) increases, this being the way the 
algorithm is learning the way to solve the problem in the most efficient way. In the 
formula numbered with 1, we can observe that the present value of the function is 
determined by the value of the following period, this is possible because at the start of 
the program the Q values are initialized with random values for all the states. In the 
first iteration of training, the algorithm updates the Q value in the present state by 
taking into account the randomly generated variable in the next state. Because the 
algorithm maximizes the reward and not the Q value, the program will reach after a 
certain number of iterations the best result. 
  
In the described way the Q learning algorithm has the following structure: at first, it 
initializes all the Q values in the matrix randomly, in the following way: 
 

                                                      (2) 
 
And the final state is initialized by the following formula: 
 

                                                                (3) 
 
In the written functions S and A are the sets of actions and of states, the algorithm 
chooses the action a from set A, and it acts the appropriate action and it observes the r 
value for the following state       . From all the possible actions the algorithm selects 
the one with the greatest Q value. And then it updates the states according to formula 
1. The steps are repeated until the final state is reached. What was described until now 
is the iteration of an algorithm, for the majority of the programs more than one 
iteration, is necessary to obtain conclusive results. In the following pages, we described 
the results of the algorithms for the time interval that was analyzed. 
 
By applying the turtle algorithm to the analyzed time interval and stocks, we obtain the 
following results for all the stocks at the end of the five years. 
 
Table 1. Results of the “turtle” algorithm for the analyzed interval (own calculations) 

 
 
 
The following graph describes the actions of the algorithm for the shares of the 
Amazon Company, the green arrows are used to signal a buying signal and the red 
arrows signal a selling signal that was perceived by the algorithm and the program 
acted on.  
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Figure 1. Evolution of the “turtle” algorithm for AMZN 
(own calculations) 

 
In the following table, we present the results obtained by calculating the Simple 
Moving Average algorithm for the same sample of stocks in the same period. 
 
Table 2. Results of the SMA algorithm for the analyzed interval (own calculations) 

 
 
The next figure illustrates the way the algorithm acted when analyzing the given 
period for the share of Apple Company, the red arrows represent selling signals and 
the green ones, buying signals. 
 

 
 

Figure 2. Evolution of the SMA algorithm for AAPL 
(own calculations) 

 
In the following part of the paper, we will present the results obtained by applying the 
Q-learning algorithm for the sample period. In the implementation of the Q-learning 
algorithm, 500 iterations were used. These results are presented in Table 3. 
 
Table 3. Results of the Q-learning algorithm for the analyzed interval (own calculations) 
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It can be observed that the results obtained from the Q-learning-based algorithm are 
significantly better than the ones that were obtained by applying the “turtle” algorithm 
and the Simple Moving Average. The biggest return was registered in the case of the 
shares issued by Amazon the algorithm made a return of 517.61%. 
 
Figure 3 presents the actions of the algorithm for the used sample and the moments 
that the algorithm considered to be suitable to buy or to sell the shares of the Apple 
Company. The total returns registered in the sampled period are 103.46%.  
 

 
Figure 3. Evolution of the Q-learning algorithm for AAPL 

(own calculations) 

 
For the comparison with the classic portfolio management techniques, we choose to 
compute, with the help of several packages available for Python, three portfolios that 
minimize a certain risk measure that can be calculated for the sample shares. The first 
portfolio minimizes the Standard Deviation, the second one the Mean Absolute 
Deviation, and the third one minimizes the Semi Standard Variance. In the following 
figure, we illustrated the value of the portfolio that minimizes the Standard Deviation 
by minimizing the Sharpe Mean-Variance. 
 

 
Figure 4.The composition of the portfolio that minimizes the standard deviation 

(own calculations) 
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In the following table, we presented the results for the portfolio optimized by the risk 
measures selected. 
 
Table 4. Optimized portfolio for the selected risk measures (own calculations) 

 
 
The risk measures are calculated by using the following formulas: for the Standard 
Deviation the used formula is: 
 

    √
 

   
 ∑      ̅   

                                        (4) 

 
And for the Mean Absolute Deviation the formula used for calculation is: 
 

     
∑ |    ̅|
 
   

 
                                                    (5) 

 
The formula used for the Semi-Standard Deviation is: 
 

     √
 

 
 ∑   ̅      

   ̅                                         (6) 

 
We start at the presumption that the investor will keep the money in the portfolio for 
the period, acting as a long-term investment. The scope of this calculation is comparing 
the values obtained by having a long-term passive investment strategy. The 
comparison can be observed in the 5th Table. 
 
Table 5. Comparison between active and passive investment management (own calculation) 

 
 
From the table we can see that the optimized portfolios have had a better performance 
than all the real-time algorithms, these results however should not be taken as a failure 
of the algorithms, the optimization portfolios have been calculated at the end of the 
sample, so their role is one of a benchmark, they represent the best possible results in 
the given period. Taking these facts into account and that the average obtained for the 
algorithms has an equal investment in all shares, we can state that for the active 
investment of capital the Q-learning algorithms represent a viable option for wealth 
management. 
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Conclusions 
 
This article demonstrates the possibility of managing an investment portfolio by using 
an algorithm based on Q-learning, even though how it works is mainly based on 
iteration, with a large enough database for training, the algorithm can prove to be 
useful in active investment management and at least as an investment selection or 
analysis tool, that can be run before taking an investment decision. 
 
In conclusion, we can state that the future of wealth management will be certainly 
marked by the use of reinforcement learning-based algorithms that will take the role of 
the active investment manager. The results also show the impressive way the 
algorithm works in a crisis context, it should be taken into account that the analyzed 
sample contains the aftermath of the COVID-19 crisis that had brought about a 
correction of the markets. Even though the results are far from the benchmark set by 
the optimized portfolios, the results are still better than other real-time management 
methods, such as the “turtle” and the Simple Moving Average-based algorithm. The 
problem posed by the application of the algorithms is the fact that they need to be 
implemented on a market that has a high degree of liquidity, this was resolved in the 
paper by applying them to the NYSE and NASDAQ market which are considered the 
most liquid in the world, in this way their application on emerging markets such as 
those in Eastern Europe can be problematic due to the lower degree of liquidity when 
comparing to the US markets. 
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