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Abstract. The highly complex phenomenology approached by modern business models 
makes them difficult to understand, model and solve, without interdisciplinary tools, taken 
from the adjacent scientific field of competence, such as „Artificial Intelligence”. The 
elaboration of mathematical models for the study, understanding and solving of the 
theoretical issues of operational-strategic applied business models is the most important 
paradigm of the scientific thinking that makes the transition to the economic performance 
generated based on the rational decisions with an optimal degree of efficiency developed 
by the top organizational management. Artificial Intelligence is the scientific branch that 
provides an infinite horizon for building algorithms, procedures and mathematical models 
of computing, with wide applicability in business and economic issues. 
 
Keywords: Artificial Intelligence; Machine Learning; Data Mining;, Support Vector 
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Introduction 
 
The choice of this study is the "Machine Learning" area applied to the operational-
strategic business models, with the notions, concepts and paradigms specific to the field. 
This entity of Artificial Intelligence knows the greatest development in computer 
sciences applicable to a variety of challenges coming from the economic 
macroenvironment. Along with "Machine Learning", the study of economic processes 
specific to advanced technology organizations has seen a growing development with the 
help of disciplines underlying Artificial Intelligence, such as „Data Mining”. This has 
stimulated the development of related fields such as "Pattern Recognition" (recognition 
of forms, patterns) and "Mathematical Statistics", modern, flexible, easily transposable, 
software-deployable tools used to develop successful business models involved in the. 
processes of generating superior organizational added value. 
 
The fundamental „target” of DATA MINING, inductive inference, „forecasting” based on 
operational examples is approachable through a multitude of different paradigms and 
techniques. Some of these raise major operational difficulties within the implementation 
processes, others are systemic processes structured on the classical cybernetic "black 
box" concept. A punctual but generic, powerful and with a high-efficiency level case is 
that of the "Support Vector Machine" (S.V.M.) which has proven to be relatively simple 
to implement within the advanced economic technology organizations applications. 
 
 The results of the activity of the economic organizations who have chosen this approach 
being achievements from good to excellent, compared to other approaches of the same 
type.  The concept is introduced by Cortes & Vapnik, 1995, Boser, Guyon and Vapnik 
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1992. Support Vector Machine is a well-argued mathematically and complexly 
classification technology, applications to advanced economic technology organizations 
are favored by numerical data to be processed, interpreted and analyzed from the 
organizational economic performance perspective.     
 
The technique underlying this type of approach is to identify a separating line, called the 
"maximum margin hyperplane", this leads to a process of separation between current 
data. The process does not always have a high degree of relevance, the fundamental use 
in artificial intelligence processes subsequently translated for economics models, 
actively and directly participate in the transformation of data into a different space 
where the dividing line is rigorously defined.  
 
Designed for operationality in classification issues that occur in high technology process 
management, characterized by a high degree of complexity, subsequently paradigms of 
approach are extrapolated to regression tasks, the classification process is based on 
identifying the location to the division line where the new data is recorded. 
 
Support Vector Machines are, for example, usable in data with a high degree of 
complexity, recognition of internal economic organization documents, facial recognition 
for the Human Resources Department, image classification. Precision level in such 
applications exceeding that of classical neural networks used in processes modeled with 
the help of Artificial Intelligence. S.V.M. presents economically measurable technological 
performances at the level of complexity of choosing features, algorithms for the 
extraction of specific features are identified in their system structure, a technology for 
identifying the proportion of white pixels in each internal document of an advanced 
economic technology organization is developed.  
 
Among the advantages of the operational applications of S.V.M. within the used business 
models, it is necessary to specify the higher speed of classification of the new data, 
therefore the approach is operational with performant results even for a mix of data 
categories, the size of S.V.M. is from robust to very high. Comparing Support Vector 
Machines with Bayesian classifiers and decision trees, S.V.M. raises the issue of 
implementation complexity. It is possible that the classification process conducted with 
a S.V.M to contain a relevant degree of performance, but simultaneously it has a 
transparent degree of data for the low human decident factor. The amount of 
information provided to the economic organization in these cases is large enough in 
order for the approach to be operational-functional. Other types of approaches used in 
the specialized scientific literature are graphs and decision trees, competitors of the 
Support Vector Machines that provide much more efficient results in operational cases 
with low data volume. 
 
Another vulnerability identified in the present study to address the issue of advanced 
technology organizations with S.V.M. is the lack of on-line access, the update process is 
re-initialized each time new training data appears. However, addressing processes 
specific to business models requires a high degree of understanding of algorithms and 
mathematical methods from top management decision makers. By identifying the 
business processes specific to the technological economic organizations as having the 
availability implementation and transposition into operation of some learning 
predictors in large spaces generated by the economic macroenvironment. We consider 
that it is necessary the position within the support vector machine paradigm (S.V.M.)  
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(see several studies such as Shalev-Shwartz, 2007; Shalev-Shwartz, Shamir & Sridharan, 
2010; Shalev-Shwartz & Ben-David, 2017). 
 
In the "Machine Learning" approach to business models, support vector machines, 
S.V.M., are supervised learning models with associated learning algorithms, thus 
analyzing the data used in the analysis and classification processes of the involved 
economic entities. An S.V.M. trainer algorithm type is built based on a model that assigns 
new operational case studies to a particular type of technology economic organization, 
transforming it into a non-probabilistic linear classifier. S.V.M. model types are a 
formalism as marks (points) in space (the external business environment), the examples 
of the categories are separated through as large as mathematically possible spread. 
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Extrapolating the linear classification phenomenon, S.V.M., is the non-linear classifier of 
phenomenology of business processes specific to the technological economic 
organizations, the use of algorithms and kernel procedures mapping the inputs into 
large, possibly infinite spaces.  
 
In the operational practice of the technological economic organizations there is the 
possibility that the data is not labeled, the supervised learning process becomes very 
difficult to implement, the correct approach for these cases is unsupervised learning, the 
used cognitive technology searches for the natural grouping of the data to the groups, 
the new economic data used are grouped into the already formed entities.   
 
For this type of algorithm, we have to mention the Siegelmann and Vapnik support 
vector grouping algorithm, it applies the support vector statistics in the support vector 
machine algorithm for the classification of the non-labelable data used by the 
technological economic organization, the algorithm is one of grouping with the widest 
spread within the organizations economic actors in the IT environment and the modern 
industrial one.    
 
The dimensionality of the characteristic (proper) business processes space is 
determined both by the complexity of the economic entities used (data, samples), but 
also by the complexity challenges of specific computational processes, specific to the 
S.V.M. algorithm. is to address the complexity of economic evidence by identifying as 
large as possible margin separators.  
 
The macroeconomic space in which the technological business phenomenon is 
operational is identifiable by about half of the surface as a possible set of training. 
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Learning and testing with a larger dimensional margin, the concrete cases of used 
technological business models being positioned not only on the right side of the 
hyperplane, but on the other one too, we observe that in a marginalization process, 
limiting the algorithm generating a large margin separator.  
 
It is possible to develop a representative sample of relatively small complexity, spatial 
characteristic being large, with the possibility of development to infinity. In the 
operational applications of business models used by technology economic 
organizations, even in the case of function space with increased dimensionality. The 
complexity is diminishable by limiting, restricting the outputs generating algorithm for 
larger margin dividers.  Thus, we introduce the concept of margin, which it is reported 
to the regularized paradigm that aims to minimize the losses, but also to the 
convergence rate of the Perceptron algorithm for such economic processes. Challenges 
coming from specialized markets, components of a macroeconomic structure that is 
undergoing globalization and a growing dynamic development, demand a computing 
power and data storage within the economic business technology organizations. 
 
The fundamental idea pursued by top decision makers in close collaboration with the 
managers of research development departments, is that of transforming algorithms and 
data use technologies into a direct economic advantage, quantified in higher rates of 
earned profits. 

 
Figure 1. Transforming algorithms, use technologies into economic advantage 

 
The formally chosen operational developed model has the following structure: 
 
Domain Multitude: Let an arbitrary set, 𝑋, this is a collection of objects that are desired 
for a labeling process, the range of points is represented by an image vector, otherwise 
it is represented by value points, and 𝑋 is a space of these values.  
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Label set: Labels set is restricted to two numeric values, {± 1}, and Y is the set of possible 
labels. 
 
The learning data: 𝑆 = ((𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚)) is a finite sequence of pairs of X × Y, a 
sequence of the labeled point range, is the input level at which the person that learns, 
inures, has access. 
 
Learning outcomes: In the end of the learning process, a "predictive rule" must be 
issued, ℎ: 𝑋 → 𝑌, also known as a "predictor" or "hypothesis,"this is used for predicting 
point labels in the new defined domain.  
 
Simplified Data Generation Model: The values generated with a certain distribution 
probability are acquired (assumed), representing the business macroenviroment. We 
introduce the probability distribution on the 𝑋 set of 𝐷, within the learning process 
everything is known about the distribution, we consider that there is a correct labeling 
function 𝑓: 𝑋 → 𝑌, with the property 𝑦𝑖 = 𝑓(𝑥𝑖), ∀𝑖, each pair used in the learning 
process from the data set S is generated through  a sampling process started in 𝑥𝑖  in 
accordance with 𝐷 labeled with the help of 𝑓. 
 
Quantification of success: We introduce the notion of " classification error" as the 
probability of not correctly predicting the label for points representing random data 
generated by the aforementioned underlying distribution.  
Having a subset of domain, A included in X, the condition is that A belongs to a  𝜎- sub-
algebra of 𝑋 on the 𝐷 -domain of definition, with the probability of distribution, 
assigning a numerical value 𝐷(𝐴) , representing the probability of observing a point 𝑥 ∈
𝐴.  A is perceived as an event and expressed using a function 𝜋: 𝑋 → {0, 1}, with 𝐴 =
{𝑥 ∈ 𝑋: 𝜋(𝑥) = 1}, using the notation 𝑃𝑋~𝐷[𝜋(𝑥)] to express 𝐷(𝐴). 
The predictive rule of error, ℎ: 𝑋 → 𝑌,, is thus defined by the formalism  

𝐿𝐷,𝑓(ℎ) = 𝑃𝑥~𝐷[ℎ(𝑥) <> 𝑓(𝑥)] = 𝐷({𝑥: ℎ(𝑥) <> 𝑓(𝑥)}). 

This type of formalism is also identifiable with the notion of "generalized error", the risk 
or "true error of h".  
 
Information valid for the learning process: Within the learning process, there is a null 
perceptive about the distribution of 𝐷 throughout its entire course and with the labeling 
function 𝑓. We identify the only way through which the “learner” can interact with the 
environment is to observe the multitude of forming, learning, training.    
 
The Hard - S.V.M. concept, its application in business models 
We consider that at the level of the operational activity of the technological economic 
organization, 𝑆 = (𝑥1, 𝑦1), … , (𝑥𝑚 , 𝑦𝑚) is a set of concrete cases in the business 
environment, for each 𝑥𝑖 ∈ 𝑅𝑑  and 𝑦𝑖 ∈ {±1}. 
We note that this multitude of concrete cases of training, learning are linearly separable 
under the condition that there is half the space, (𝑤, 𝑏) such that 𝑦𝑖 = 𝑠𝑖𝑔𝑛((𝑤, 𝑥𝑖) + 𝑏 , 

for any 𝑖 the condition can be presented otherwise ∀𝑖 ∈ [𝑚], 𝑦𝑖((𝑤, 𝑥𝑖) + 𝑏) > 0. 

The totality of the space halves (𝑤, 𝑏) satisfying these conditions are submissive to 
E.R.M. hypotheses, if "0 − 1”, the error is zero, this represents the minimum possible 
error. The concept of „Hard - S.V.M.” is the learning rule in which a hyperplan of E.R.M. 
which separates the learning set of the operationalized business process with the 
greatest possible margin, for a structuring and defining process it is necessary to express 
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the distance between an arbitrary 𝑥 point of the hyperplan using the semispace 
definition parameters. 
Thus, a distance between a point 𝑥 and the hyperplane defined by (𝑤, 𝑏)where  ||𝑤|| is  
|(𝑤, 𝑥) + 𝑏|.  
HARD - S.V.M. Rule is formulated as a square optimization problem. We identify the 
objective as the elaboration of an optimization process, the objective is a square convex 
function subject to constraints in the form of linear inequalities. We propose below an 
operational software structure for the conceptual HARD - S.V.M., previously presented.  
 
                                                                             𝐻𝐴𝑅𝐷 − 𝑆𝑉𝑀 

𝑖𝑛𝑝𝑢𝑡: (𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚) 

𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑: (𝑤0, 𝑏0) = 𝑎𝑟𝑔𝑚𝑖𝑛(𝑤,𝑏)||𝑤||2, 𝑠. 𝑡. ∀𝑖, 𝑦𝑖((𝑤, 𝑥𝑖) + 𝑏) ≥ 1                           

     (1) 

𝑜𝑢𝑡𝑝𝑢𝑡: 𝑤^ =
𝑤0

||𝑤0||
 , 𝑏^ =

𝑏0

||𝑤0||
 

(Shai Shalev-Shwartz and Shai Ben-David, Understanding MACHINE LERARNING) 
It is shown that the output of HARD - S.V.M. is the separated hyperplan with the largest 
margin, we notice that the outputs of HARD - S.V.M. are solutions of the equation: 

𝑎𝑟𝑔𝑚𝑎𝑥(𝑤,𝑏):||𝑤|=1𝑚𝑖𝑛𝑖∈[𝑚]𝑦𝑖((𝑤, 𝑥𝑖) + 𝑏), which under the constraints∀𝑖, 𝑦𝑖((𝑤, 𝑥𝑖) +

𝑏) > 0, represents the HARD - SVM Rule.  

It should be remembered for the accuracy of the discussion the homogeneous case and 
the complexity of the pattern, sample, HARD - S.V.M. 
 In the case of homogeneity, the choice made reflects more flexibility in the case of 
homogeneous halves, the spatial halves that contain the origin, by definition the term 
with 𝑠𝑖𝑔𝑛((𝑤, 𝑥)), the term "bias" 𝑏 is set to (chosen) with a "0 " value , and the HARD – 

S.V.M. structure for half of homogeneous spaces satisfies the relationship:  
 
𝑚𝑖𝑛𝑤||𝑤||2,𝑠. 𝑐. 𝑦𝑖(𝑤, 𝑥𝑖) ≥ 1                                     (2) 
 
In the case of regularizing the bias term, the resulting equation is a possible optimization 
of the economic processes specific to the studied advanced technology organization. If 
the bias term is not regularized, the optimization problem, (1) is not solved even if half 
of homogeneous learning space, 𝑅𝑑+1, is used, in the case of the complexity of the sample 
HARD - S.V.M., it should be recalled that the V.C. - dimensionality within the space half 
belonging to  𝑅𝑑is (𝑑 + 1).  
 
We observe that the fundamental learning theorem specifies if there is a significant 

number of examples smaller than 
𝑑

𝜖
,  in this case there is no 𝜖 accuracy learning algorithm 

in the half of the allocated space, we introduce the following definition: 
 
Let 𝐷 be a distribution process placed on 𝑅𝑑 × {±1}, we assert that𝐷  admits a margin 

separation process (𝛾, 𝜌) if there exists (𝑤∗, 𝑏∗), astfel incat ||𝑤𝑥|| = 1, such that with 

probability 1, along the choice (𝑥, 𝑦)~𝐷, there is the relationship: 

 𝑦((𝑤∗, 𝑥) + 𝑏∗) ≥ 𝛾 si ||𝑥|| ≤ 𝛾. 

 
Analogously, we assert that 𝐷 is separable by the margin (𝛾, 𝜌) using half the 
homogeneous space having the form (𝑤∗, 0). 
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Observation: Considering 𝐷 the distribution for 𝑅𝑑 × {±1}  which is satisfying the 
separability condition (𝛾, 𝜌) with the marginal hypothesis using half of the 
homogeneous space. With a lower probability of (1 − 𝛿) for choosing the learning set, 
training, with size 𝑚, the output quantifiable error for HARD - S.V.M. is at most, 

√
4(𝜌/𝛾)2

𝑚
+ √2 log(

2

𝛿
)

𝑚
. 

 
We observe that for HARD – S.V.M. expression we assume that the set of learning-
training is linearly separable. We present below a simplification of the HARD – S.V.M. 
exigencies that are applicable also in cases where the learning-training set is not linearly 
separable, thus, it is possible an exhaustive coverage of the totality of cases.Both cases, 
linearly separable or non-linearly separable, are identifiable within the operationalities 
and strategic developments specific to advanced economic technology organizations. 
 
                                                                   𝑆𝑂𝐹𝑇 − 𝑆𝑉𝑀 
                                                    𝑖𝑛𝑝𝑢𝑡 (𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚)  
                                                               𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝜆 > 0                                                                       

                                              𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛: 𝑚𝑖𝑛𝑤,𝑏,𝜉𝜆||𝑤||2 +
1

𝑚
∑ 𝜉𝑖)𝑚

𝑖=1                     (3)          

    𝑠. 𝑐. ∀𝑖, 𝑦𝑖((𝑤, 𝑥𝑖) + 𝑏 ≥ 1 − 𝜉𝑖, 𝜉𝑖 ≥ 0 
𝑜𝑢𝑡𝑝𝑢𝑡: 𝑤, 𝑏 

(Shalev-Shwartz & Ben-David, 2011, p.171) 
 
Taking into account the regularized problem of minimizing losses, we assert that (3) is 
equivalent to the mathematical formalism: 
 

𝑚𝑖𝑛𝑤,𝑏(𝜆||𝑤||2 + 𝐿𝑆
ℎ𝑖𝑛𝑔𝑒 (𝑝𝑖𝑣𝑜𝑡𝑖𝑛𝑔)

(𝑤, 𝑏))      

        (4) 

Where 𝑙ℎ𝑖𝑛𝑔𝑒 (𝑝𝑖𝑣𝑜𝑡𝑎𝑛𝑡)((𝑤, 𝑏), (𝑥, 𝑦)) = max {0, 1 − 𝑦((𝑤, 𝑥) + 𝑏}, represents by 

definition the losses generated by “hinge (pivoting)”.   
 
It is more convenient to consider SOFT - S.V.M. specific to the learning processes for half 
space, where the bias term 𝑏 is set to zero, the optimization problem is formulated as 
follows: 
 

𝑚𝑖𝑛𝑤(𝜆||𝑤||2 + 𝐿𝑠
ℎ𝑖𝑛𝑔𝑒 (𝑝𝑖𝑣𝑜𝑡)

(𝑤))                    (5) 
where: 

𝐿𝑠
ℎ𝑖𝑛𝑔𝑒(𝑝𝑖𝑣𝑜𝑡)

(𝑤)) =
1

𝑚
∑ 𝑚𝑎𝑥 {0, 1 − 𝑦(𝑤, 𝑥𝑖)}

𝑚

𝑖=1

 

 
Support vectors, obtaining conditions of optimality 
 
The name of S.V.M., "Support Vector Machine", is induced by the HARD - S.V.M. solution,  

𝑤0 has sustainability generated by operational cases located at a distance of 
1

||𝑤0|
 from 

the separation hyperplan, the vectors generated are referred to as " Support Vectors ". 
Economic applications specific to advanced technology economic organizations are 
structured on Fritz John's optimality conditions. The conditions are presented below.   
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Sentence: We consider 𝑤0 defined as in relation (2), let 𝐼 = {𝑖: |𝑤0, 𝑥𝑖| = 1}, there are 
coefficients 𝛼1, … , 𝛼𝑚, such that that 𝑤0 = ∑ 𝛼𝑖𝑥𝑖 ,𝑖∈𝐼  Support vectors are identifiable in 
structures {𝑥𝑖: 𝑖 ∈ 𝐼}. 
 
Fritz John's Observation: Suppose 𝑤∗ ∈ 𝑎𝑟𝑔𝑚𝑖𝑛𝑤𝑓(𝑤), 𝑠. 𝑐. ∀𝑖 ∈ [𝑚], 𝑔𝑖(𝑤) ≤ 0, 
where 𝑓, 𝑔1, … , 𝑔𝑚  are differentiable, then there exists 𝛼 ∈ 𝑅𝑚 , such that ∇𝑓(𝑤∗) +
∑ 𝛼𝑖∇𝑔𝑖(𝑤∗) = 0,𝑖∈𝐼  where  𝐼 = {𝑖: 𝑔𝑖(𝑤∗) = 0}. 
 
The Stochastic Gradient Descendent Concept (S.G.D.) for minimizing the risk 
function 
 
We define the operational-functional risk function that occurs during learning processes 
specific to economic processes, as being expressed by mathematical formalism: 
𝐿𝐷(𝑤) = 𝐸𝑧~𝐷[𝑙(𝑤, 𝑧)],  
We observe that the empirical risk minimization method, 𝐿𝑠(𝑤) as an estimate of the 
minimization 𝐿𝐷(𝑤). We propose the following operational software structure: 
 

𝑇ℎ𝑒 𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑒𝑛𝑡 , 𝑆. 𝐺. 𝐷. , 𝑓𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑖𝑛𝑔 𝐿𝐷(𝑤) 
𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠: 𝑠𝑐𝑎𝑙𝑎𝑟 𝜂 > 0, 𝑖𝑛𝑡𝑟𝑒𝑔 𝑇 > 0 

𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛: 𝑤(1) = 0 
𝑓𝑜𝑟 𝑡 = 1, 2, … , 𝑇 

 (𝑠𝑎𝑚𝑝𝑙𝑒)𝑧~𝐷 
 (𝑝𝑖𝑐𝑘) 𝑣𝑡 ∈ 𝛿𝑙(𝑤𝑡 , 𝑧) 

(𝑢𝑝𝑑𝑎𝑡𝑒) 𝑤(𝑡+1) = 𝑤𝑡 − 𝜂𝑣𝑡  

                  𝑜𝑢𝑡𝑝𝑢𝑡𝑤− =
1

𝑇
∑ 𝑤𝑡𝑇

𝑡=1  

(Shalev-Shwartz & Ben-David, 2011, p.177) 
 
Implementation of SOFT - S.V.M. using the S.G.D. 
 
In the operational practice of the technological economic organizations solving the 
optimization problem for SOFT-S.V.M becomes a central problem., this admits a 
representation in the form of the mathematical expression:  

𝒎𝒊𝒏𝒘(
𝝀

𝟐
||𝒘||𝟐 +

𝟏

𝒎
∑ 𝐦𝐚𝐱 {𝟎, 𝟏 − 𝒚(𝒘, 𝒙𝒊)})𝒎

𝒊=𝟏                                (6) 

We propose for the regularized problems of minimizing losses a S.G.D. frame 
implemented software as below.   

For loss of "hinge" applications we choose 𝑣𝑗  as being 0 if 𝑦(𝑤(𝑗), 𝑥) ≥ 1 and 𝑣𝑗 = − −

𝑦𝑥 otherwise, noting 𝜃(𝑡) = ∑ 𝑣𝑗 .𝑗<𝑡  

𝑆. 𝐺. 𝐷. 𝑓𝑜𝑟 𝑠𝑜𝑙𝑣𝑖𝑛𝑔 𝑆𝑂𝐹𝑇 − 𝑆𝑉𝑀 
𝑔𝑜𝑎𝑙: 𝑟𝑒𝑠𝑜𝑙𝑣𝑖𝑛𝑔 𝑡ℎ𝑒 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 𝑆𝑂𝐹𝑇 − 𝑆𝑉𝑀 

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟: 𝑇 
                                                            𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒: 𝜃(1) = 0 
                                                                           𝑓𝑜𝑟 𝑡 = 1, … , 𝑇 

                                                                                             𝑙𝑒𝑡 𝑤𝑡 =
1

𝜆𝑡
𝜃(𝑡) 

                   𝑤𝑒 𝑐ℎ𝑜𝑜𝑠𝑒 𝑖 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑙𝑦 𝑓𝑟𝑜𝑚 [𝑚] 

                                                                                           𝑖𝑓 (𝑦𝑖 (𝑤(𝑡), 𝑥𝑖) < 1 

                                                                                       𝑠𝑒𝑡 𝜃(𝑡+1) = 𝜃(𝑡) + 𝑦𝑖𝑥𝑖  
                                               𝑒𝑙𝑠𝑒 
                                                                                                   𝑠𝑒𝑡 𝜃(𝑡+1) = 𝜃(𝑡) 
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                                                                                       𝑜𝑢𝑡𝑝𝑢𝑡: 𝑤− =
1

𝑇
∑ 𝑤(𝑡)𝑇

𝑡=1  

Approach with "Kernel Methods (cores)" 
 
In computer-specific learning processes, "Kernel methods" are a set of algorithms for 
model analysis, we identify the S.V.M support vector machine. The model has the 
fundamental objective to identify and analyze the general typology of relationships, 
clusters, hierarchies, correlations, transformation into series of data. The algorithms of 
this type are explicitly transformed into vector representations that provide a 
presentation of the user-specific features. In the case of Kernel’s Methods, it is required 
only one user-specified kernel, a similarity function on pairs of rough representation 
points. Under Kernel Methods, operation is allowed in a characteristic dimensional 
implied space, without developing a process of calculating data coordinates in that 
space. The operation is thus in terms of financially acceptable allocation, costs are 
greatly reduced, in scientific literature this approach is called the "kernel trick", kernel 
functions are introduced for sequential data, graphics, text, images, vectors. 
 
Among the algorithms used in analyzing and solving business issues specific to advanced 
technology economic organizations, we recall S.V.M., GAUSS processes, the processes of 
the Principal Component Analysis (P.C.A.), the canonical correlation analysis, ridge 
regression, spectral grouping, linear adaptive filters. The totality of linear patterns is 
transformable into nonlinear models by applying the concepts and paradigms specific 
to the "kernel trick", replacing its features, predictors, with the kernel function.  
 
We observe that the totality of kernel algorithms is based on convex optimization, 
statically well argued, their static properties are studied through static learning theory, 
a way of approach is the RADEMACHER complexity. The fundamentals of this type of 
approach are structured on the idea of incorporating data into a high dimensional 
characteristic space. A core („kernel”) is a measuring type of the similarity between 
sequences, they are perceived as HILBERT's inner space products, the instant space is 
virtually incorporated.  
 
We consider the field of data used by the advanced technology economic organization 
as being the real number axis, limited to a certain set of numeric values, 
{−10, … , 0, … , 10},  the labels for the total |𝑥| > 2 are +1 and −1 otherwise.  A learning 
process for half space, in its initial representation, is replaceable by using a function 
𝜓: 𝑅 → 𝑅2, having the formalism, 𝜓(𝑥) = (𝑥, 𝑥2).   
 
We call the characteristic space of the function set 𝜓, half of the space is characterized 

by the relationality, ℎ(𝑥) = 𝑠𝑖𝑔𝑛 ((𝑤, 𝜓(𝑥)) − 𝑏),  where the corresponding numerical 

values are 𝑤 = (0, 1), 𝑏 = 5.  
 
The approach model used, so the thinking paradigm within the "Kernel Methods" is 
developed on the following hubs: 
-considering a lot of 𝑋  domains, a learning task (objective), choosing mapping, 𝜓: 𝑋 →
𝐹, for a characteristic space 𝐹, operational from 𝑅𝑛 , for certain 𝑛 values. 
-we consider a lot of labels, 𝑆 = (𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚),  the images sequence is generated, 
𝑆^ = (𝜓(𝑥1), 𝑦1), … , (𝜓(𝑥𝑚), 𝑦𝑚) 
- is prepared, trained a linear type predictor, ℎ during 𝑆^.            

- the label of a test point, 𝑥, is predicted to be expressed by ℎ(𝜓(𝑥)). 
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Several studies address these aspects (Shalev-Shwartz, Shamir & Sridharan, 2010; 
Japkowicz & Shah, 2011). 
 
The Kernel innovative approach  
 
Specifically, to the economic activities, incorporating entry space into a large size space, 
make the learning process in half the space more efficient. The complexity of 
computational processes, a feature of advanced technology organizations, for learning 
activities represents a linearly efficient computerized data separator, usable for large 
volumes of information-data to process, induced processes requiring significant 
financial allocations.   
 
The concept of „kernels” („cores”) is used for a proper description of the interior 
products in the characteristic space, having a functional relationship 𝜓  and an area of 
space 𝑋 positioned in a HILBERT space is defined as the „kernel” („core”) in the form of 

the relationality 𝐾(𝑥, 𝑥′) = (𝜓(𝑥), 𝜓(𝑥′)),  we observe 𝐾  an argument expressing the 

similarity between sequences and the incorporation mode 𝜓  as a mapping of the set 
domain 𝑋,  positioned in a space where the two similarities are inner products (Shalev-
Shwartz, Shamir & Sridharan, 2010). Many algorithms specific to learning half-space 
processes are made based on the value of the kernel-expressing function, the structuring 
is done on pairs of points in the field, we identify a main advantage of this type of 
algorithmic approach, the implementation of linear separators in large dimensionalities 
spaces , without specifying the points located in that space or the expression 𝜓 
incorporated into that space. 
 
 We note that the totality versions of the S.V.M. are specific situations of the general 
form: 
 

𝒎𝒊𝒏𝒘 (𝒇 ((𝒘, 𝝍(𝒙𝟏)), … , (𝒘, 𝝍(𝒙𝒎))) + 𝑹(||𝒘||))                         (7) 

in which  𝑓: 𝑅𝑛: → 𝑅 is an arbitrary function and 𝑅: 𝑅+ → 𝑅 is an non-decreasing 
monotonous function.  
In the operational economic applications, it is necessary to substantiate the decisions 
with the help of a sentences of fundamental truth, "Theorem of Representation". 
 
The Representation Theorem: Assuming that 𝜓 is a („mapping”) a lui 𝑋 in a HILBERT 
space, then there exists a vector 𝛼 ∈ 𝑅𝑚 , such that 𝑤 = ∑ 𝛼𝑖𝜓(𝑥𝑖)

𝑚
𝑖=1 , which represents 

an optimal solution for the equation (7).  
 
Specifying the previous presentation of SOFT - S.V.M., as in equation (5), the problem is 
reformulated as: 

𝒎𝒊𝒏𝜶∈𝑹𝒎(𝝀𝜶𝑻𝑮𝜶 +
𝟏

𝒎
∑ 𝐦𝐚𝐱 {𝟎, 𝟏 − 𝒚𝒊(𝑮𝜶)𝒊})𝒎

𝒊=𝟏                      (8) 

                            
where (𝐺𝛼)𝑖  is the 𝑖st element of the vector obtained by multiplying the GRAM matrix, 𝐺 
with the  𝛼 vector, we notice that equation (8) is in the form of a square program, so an 
efficient solution exists. 
 
The coefficients 𝛼 are calculated for forecast, prognose for a new sequence, as follows:  

(𝑤, 𝜓(𝑥)) = ∑ 𝛼𝑗(𝜓(𝑥𝑗), 𝜓𝑥)) = ∑ 𝛼𝑗𝐾(𝑥𝑗 , 𝑥)𝑚
𝑗=1

𝑚
𝑗=1    
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In the case of the concrete operational situations of the advanced technology 
organizations, addressing the problems arising from the business environment with the 
help of the "kernel method" rather than inducing a directly process of optimization  𝑤 
in the characteristic space is supported by the fact that in certain concrete cases , the 
size of the characteristic space is extremely high on the time axis, the implementation of 
the "kernel method" is simple and extremely flexible.  
 
The kernel perception as a way of expressing previous knowledge 
 
A mapping of the 𝜓 characteristics is perceived as an extrapolation of the linear class to 
a larger one, corresponding to the linear classifiers out of the characteristic spaces. We 
observe that the adequacy of any set of assumptions, hypotheses about the task of 
learning objectively depends entirely on the nature of this type of task.  We develop a 
paradigm of thinking in which the incorporation of 𝜓 is perceived as a way of expressing 
and using the knowledge available to the top organizational decision-maker regarding 
the challenge to be solved. There is a possibility that the learning task can be used to 
identify a sequence of characters, „signature”, in a data file that made available to the top 
organizational decision maker, indicating a virus that alters the quality of the 
information or not.  
 
Formally, we consider 𝑋 a set of strings finite on a set of alphabet 𝛴, and let  𝑋𝑖   t the set 
of all strings with a maximum length 𝑑, the set of assumptions, working hypotheses 
wanted to be learned is 𝐻 = {ℎ𝑣: 𝑣 ∈ 𝑋𝑑}, where for a string 𝑥 ∈ 𝑋, ℎ𝑣(𝑥) is 1 if 𝑣 is a 
substring of 𝑥 si ℎ𝑣(𝑥) = −1,  otherwise. We consider a mapping function 𝜓 on the space 
𝑅𝑠, where 𝑠 = |𝑋𝑑|,  the coordinates of  𝜓(𝑥) on the space R ^ s, where s = | X_d |, the 
coordinates of ψ (x) correspond to a few strings 𝑣, they indicate if 𝑣 is a substring of 𝑥, 

this means for any ∈ 𝑋, 𝜓(𝑥) is vector in {0, 1}|𝑋𝑑|. 
 
Each member of the set 𝐻 is achievable by composing some classifiers on 𝜓(𝑥),  more 
than one half of the space, with the norm 1  and reaching the margin of 1. 
 

For each 𝑥 ∈ 𝑋, ||𝜓(𝑥)|| = 𝑂(√𝑑), the learning process is developed using S.V.M., a 

pattern sample of complexity showing that it is polynomial in 𝑑. 
 
At the level of the applications specific to the advanced technology economic 
organizations, we find that the dimension of the characteristic space is exponential for 
𝑑, the implementation by S.V.M. becoming a difficult process.  We observe, however, that 
there is a computing feature of the inner product within the characteristic space, the 
kernel function, without an explicit cartographic presentation of the characteristic 
spatial sequences. We observe 𝐾(𝑥, 𝑥′)  as the number under the strings of 𝑥 and 𝑥′ easy 
to calculate for a corresponding time allocation for the polynomial 𝑑. It is thus 
demonstrated the mapping mode of the features, thus allowing spaces allocated for non-
vectorial domains.  
 
Kernel functions characteristics 
 
The kernel matrix is a way of expressing the previously acquired knowledge. 
We consider a similar function given by the form 𝐾: 𝑋 × 𝑋 → 𝑅, the problem that arises 
is the possibility of representing an inner product between 𝜓(𝑥) si ψ(x’).  
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Observation: A symmetric function 𝐾: 𝑋 × 𝑋 → 𝑅 implements an inner product in 
certain HILBERT spaces if and only if it is positive semi-definite, called for the totality 
𝑥1, … , 𝑥𝑚 , GRAM matrix, 𝐺𝑖,𝑗 = 𝐾(𝑥𝑖 , 𝑥𝑗)  is a positive semi-definite matrix.   

 
Discussion: It is obvious that if at 𝐾 level an inner product is implemented in a HILBERT 
space, it results that the GRAM matrix is positively semi-defined. 
Extrapolating the discussion for the totality of possible operational situations, defining 
spatial functions over 𝑋 as 𝑅𝑋 = {𝑓: 𝑋 → 𝑅},  for each 𝑥 ∈ 𝑋, let 𝜓(𝑥) is the function 𝑥 →
𝐾(. , 𝑥). 
We define a vector space taking the totality of linear combinations of 𝐾(. , 𝑥) elements, 
an inner product of this vector space admits a representation of the form; 

(∑ 𝛼𝑖𝐾(. , 𝑥𝑖), ∑ 𝛽𝑗𝐾(. , 𝑥𝑗
′)) =

𝑗
𝑖

∑ 𝛼𝑖𝛽𝑗𝐾(𝑥𝑖 , 𝑥𝑗
′)

𝑖,𝑗
 

We affirm that this is a valid inner product as long as it is symmetric, property correlated 
with the symmetry of 𝐾, the product presented is linear and positively defined.   
Result: 

(𝜓(𝑥), 𝜓(𝑥′)) = (𝐾(. , 𝑥), 𝐾(. , 𝑥)) = 𝐾(𝑥, 𝑥′) 

 
Implementation of SOFT – S.V.M. with kernel, proposed model 
 
Previously presented was the challenge of SOFT - S.V.M., the approach with the help of 
the "Kernel Method" is the subject of the scientific analysis developed further. 
Equation (8) admits an algorithmic solution, but a simpler way to solve it is to address 
the problem of SOFT – S.V.M. optimization in spatial or characteristic,  

𝒎𝒊𝒏𝒘(
𝝀

𝟐
||𝒘||𝟐 +

𝟏

𝒎
∑ 𝐦𝐚𝐱 {𝟎, 𝟏 − 𝒚(𝒘, 𝝍(𝒎

𝒊=𝟏 𝒙𝒊))},          

(9) 
using kernel ratings. 
 
We note that vector 𝑤(𝑡) introduced by S.G.D. procedure (Stochastic Gradients Descent) 
previously introduced is always in the linear span of {𝜓(𝑥1), … , 𝜓(𝑥𝑚)}, maintaining of 
𝑤(𝑡)is equivalent to maintaining the correspondence of coefficients 𝛼.            

We define 𝐾(𝑥, 𝑥′) = (𝜓(𝑥), 𝜓(𝑥′)), ∀𝑥, 𝑥′, maintaining two vectors of 𝑅𝑚 , 

corresponding to two vectors, 𝜃(𝑡) and  𝑤(𝑡) defined in the S.G.D. procedure 𝛽(𝑡)  is a 
vector such that 

𝜽(𝒕) = ∑ 𝜷𝒋
(𝒕)

𝝍(𝒙𝒋)
𝒎
𝒋=𝟏                  (10) 

si 𝛼(𝑡)  is such that 

𝒘(𝒕) = ∑ 𝜶𝒋
(𝒕)

𝝍(𝒙𝒋)
𝒎
𝒋=𝟏                 (11) 

 
The two vectors 𝛼, 𝛽 are subject to an update process according to the proposed later 
procedure. 

𝑆. 𝐺. 𝐷. 𝑢𝑠𝑒𝑑 𝑡𝑜 𝑠𝑜𝑙𝑣𝑒 𝑆𝑂𝐹𝑇 − 𝑆. 𝑉. 𝑀. 𝑤𝑖𝑡ℎ 𝐾𝑒𝑟𝑛𝑒𝑙 

𝑃𝑢𝑟𝑝𝑜𝑠𝑒: 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑚𝑖𝑛𝑤(
𝜆

2
||𝑤||2 +

1

𝑚
∑ max {0, 1 − 𝑦(𝑤, 𝜓(

𝑚

𝑖=1
𝑥𝑖))} 

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 ∶ 𝑇 
𝑖𝑛𝑖𝑡𝑖𝑙𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛: 𝛽(1) = 0 

𝑓𝑜𝑟 𝑡 = 1, … , 𝑇 

𝑙𝑒𝑡 𝛼(𝑡) =
1

𝜆𝑡
𝛽(𝑡) 
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𝑙𝑒𝑡 𝑖 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑙𝑦 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑓𝑟𝑜𝑚 [𝑚] 

𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 <> 𝑖, 𝑤𝑒 𝑐ℎ𝑜𝑜𝑠𝑒 𝛽𝑗
(𝑡+1)

= 𝛽𝑗
(𝑡)

 

𝑖𝑓 (𝑦𝑖 ∑ 𝛼𝑗
(𝑡)

𝐾(𝑥𝑗 , 𝑥𝑖) < 1)

𝑚

𝑗=1

 

𝑤𝑒 𝑐ℎ𝑜𝑜𝑠𝑒 𝛽𝑖
(𝑡+1)

= 𝛽𝑖
(𝑡)

+ 𝑦𝑖  

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

𝑤𝑒 𝑐ℎ𝑜𝑜𝑠𝑒 𝛽𝑖
(𝑡+1)

= 𝛽𝑖
(𝑡)

 

 (𝑂𝑢𝑡𝑝𝑢𝑡):  𝑤− = ∑ 𝛼𝑗
−𝜓(𝑥𝑗),

𝑚

𝑗=1
 𝛼− =

1

𝑇
∑ 𝛼(𝑡)

𝑇

𝑡=1
 

See several studies (Shalev-Shwartz, Shamir & Sridharan, 2010; Shalev-Shwartz & Ben-
David, 2017). 
 
It is demonstrable that the previous implementation is equivalent to the launching in 
execution of the S.G.D. for the characteristic space. 
Considering 𝑤− - the outputs of the S.G.D. described above, when applied on a spatial 
characteristic, let 𝑤− = ∑ 𝛼𝑗

−𝜓(𝑥𝑗)𝑚
𝑗=1   outputs after applying S.G.D. with kernels, then 

𝑤− = 𝑤^.  
It is obvious that for ∀𝑡 , the result of running S.G.D. program, 𝜃(𝑡) is held by equation 
(10) within the characteristic space. 

By definition 𝛼(𝑡) =
1

𝜆𝑡
𝛽(𝑡), 𝑤(𝑡) =

1

𝜆𝑡
𝜃(𝑡),  the statement shows that 𝑤(𝑡)  is held by 

equation (11). 
For  𝑡 = 1  the statement is obvious, if 𝑖 ≥ 1, then: 

𝑦𝑖 (𝑤(𝑡), 𝜓(𝑥𝑖)) = 𝑦𝑖(∑ 𝛼𝑗
(𝑡)

𝜓(𝑥𝑗), 𝜓(𝑥𝑖)) =
𝑗

𝑦𝑖(∑ 𝛼𝑗
(𝑡)

𝐾(𝑥𝑗 , 𝑥𝑖).
𝑗

 

The condition of the two algorithms is equivalent to the updating of 𝜃,  it follows: 

𝜃(𝑡+1) = 𝜃(𝑡) + 𝑦𝑖𝜓(𝑥𝑖) = ∑ 𝛽𝑗
(𝑡)

𝑚

𝑗=1

𝜓(𝑥𝑗) + 𝑦𝑖𝜓(𝑥𝑖) = ∑ 𝛽𝑗
(𝑡+1)

𝜓(𝑥𝑗),

𝑚

𝑗=1

 

Which leads to the asserted conclusions. 
 
Conclusions 
 
The modern business environment contains economic organizations that operationalize 
and develop top technologies and even frontiers, the totality of which are faced with a 
strong need to increase computing power and storing used business data.  From the 
perspective of the business models developed and implemented, it means that the vast 
majority of the economic organizations currently have very large size archives of data 
and information products, the human decident is most often overwhelmed by them. The 
challenge addressed to the top organizational decision-maker is to transform the huge 
volume of corporate data into an economically competitive advantage.  
 
By translating the solving of some of the problems from the engineering sciences in the 
economic field, common applications are developed, from the anticipation of the 
products with a high degree of purchasing possibility by a client, the answers elaborated 
on the basis of questionnaires. Operational, engineering and economic reality imposed 
„Data Mining”, a component of Artificial Intelligence, related field to „Machine Learning”, 
Model Recognition, Mathematical Statistics, „Data Mining” performs a part of the 
suboptimal and random analyzes needed to develop the decision making process, 
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regardless of its positioning within the structure of the studied advanced technology 
economic organization.  
 
It is a unique possibility of strategic development of the new field, the arguments that 
offer this opportunity are the very large numbers of algorithmic approaches and 
algorithmic paradigms available. The fundamental task of „Data Mining” is that of 
inductive inference, prediction based on operational realities, approachable through a 
variety of different techniques. The degree of complexity of these paradigms requires 
human resourcing departments, involves high-skill entities, and their simplification 
often leads to "black box" approaches.  
 
Vector Machine Support – S.V.M.  is a method with a high degree of generality, efficiency, 
and powerful mathematics, generating results which at the outputs of the „output data” 
processes are evaluated from good to superlative, even optimal, compared to addressing 
issues through other methods. Understanding and transposing in operability of the 
concepts and paradigms of S.V.M., requires that there is a high standard of mathematical 
education at the level of top organizational management. The present study identifies 
and presents the relationship between S.V.M. and the scientific methods of analysis of 
the approached business issues, for the economic organizations using top I.T. and virtual 
technologies. Also described are the ways and algorithms needed to transpose in 
operability the S.V.M., the set of guidelines and the fundamental rules for the application 
of the S.V.M. concept, in all complexity and with all the advantages that result from it are 
specified. The theoretical and applicative considerations of the present scientific 
investigation, without claiming to be exhaustive, introduce the ideas, the methodology, 
as well as a succinct presentation of the specific software structures of S.V.M., intended 
for the applications. The general problem is that of induction, an important one that 
generates significant added value for organizational databases. The analysis and 
understanding of the existing correlations within these databases is a fundamental one 
with a high degree of complexity, flexible and relatively easy to implement operationally, 
the case of S.V.M. study. The S.V.M. approach is based and further developed on a simple 
and intuitive concept involving the separation of the two data classes in the first part 
using a linear function that shows the maximum distance of the used data.  
 
The idea then becomes a powerful and efficient learning algorithm, when the problem 
of separability (marginal errors) and the implicit mapping of characteristic, more 
descriptive spaces by operationalization of the kernel functions are overcome. At the 
operational-strategic level, software packages are developed which allow for their 
implementation and launch in operational life, obtaining very good results with human 
effort and minimal organizational allocations. Taking into account the accelerated 
scientific progress, the complexity of the problems and challenges coming from the 
economic environment, as well as the competition of the economic organizations and 
the development of business models, well founded theoretically, we consider the field 
to be just in the beginning, major future developments becoming inevitable. 
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